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Abstract

The growing popularity of mobile data services ssdates a rapid rise in network capacity not only
on the air interface to the end user but alsoédickhaul network. The latter is quite importanthie
mobile operator business model affecting capitabestment, operational expenses, service
deployment and customer experience. Fiber infretra is inevitably the only long-term solution and
the deployment of Passive Optical Networks (PON®sgnts an opportunity for a cost-effective,
scalable and future proof solution. In this paperinvestigate the use of PONs for mobile backhaul
and propose a resource allocation framework bigldin the efficiency of PONs to share resources,
dynamically allocate bandwidth in real-time and @&mte efficiency by improved statistical
multiplexing. The main objective of this work is &xploit existing standardized technologies and
provide design and deployment guidelines regartiegPON MAC operation enabling a gradual and
future-safe infrastructure upgrade of mobile backisgstems.

1. Introduction

Mushrooming mobile traffic driven by 3/4G systenmsi anovel mobile data applications are saturating
the current microwave-based backhaul networks. Wewepresent solutions have limited upgrade
potential, while the recent traffic trends will neakthe eventual need to connect the stations to some
form of fiber inevitable sooner than later. Giveattthe situation is not static but rapidly chaggitme
introduction of fiber backhaul has to follow a datemigration path compatible with revenue
generation since a large initial cash outlay da#sseem a viable approach for even the more affluen
operators. In this light, PONs offer the signifitaadvantage of cost-effective port and traffic
consolidation particularly in their TDMA variant.part from the lower cost compared with dedicated
fibers for the initial deployment, PONSs retain #dra comfort of a secure, gradual and future-proof
evolution path. This can lead to any desired badtiwin the form of upgrades to 10GPON and later
WDM PON which can even provide dedicated wavelesigtivithout retrenching and cabling
whenever this ever becomes necessary. However, meea important is the fact that PONs are
already available in most areas, deployed for itterdftelecom needs, and can easily serve as wdreles
backhaul with little extra effort and cost enhagciavenue to both operators.

A mixed use of PON for both fixed access / wirelesgkhaul offers obvious synergy bringing
forward the economic brake-even point for both reolsind fixed line operators/providers while
benefiting the end-user at the same time. Thisngguity provides a strong edge to PON selection
over competing technologies, particularly for theraductory phase, when costs will be critical and
traffic not high enough to justify the full PON aagity for neither the residential market nor the
mobile backhaul.

In the mixed use and as traffic picks up, the obsigimple initial approach of over-provisioning
exhausts its usefulness and the role of the TDMA pathe PON and the MAC protocol become
prominent for a good utilization and hence profiigb The purpose of this paper is to investigtite
critical worst-case delay and latency issues agisimthis environment, assess the traffic handling
capabilities of TDMA PONs under such a mixed initieaffic scenario and provide design and
deployment guidelines to both manufacturers andabpes as to the fine tuning of the PON MAC
parameters.

To this end typical initial deployment architectsirare presented in section 2, then guidelines for
traffic handling in section 3 and computer simuwatiis used in section 4 to assess the traffic
performance under typical and worst-case servieaass that such a TDMA PON can provide. In
addition suggestions for PON MAC fine-tuning aregamted.



2. Architectural set-up

A typical set-up under the presented introductanario of a PON used for mixed residential and
mobile backhaul (MBH) is depicted in Figure 1 whesx@me Optical Networking Units (ONUS)
support residential or professional users and sinainesses while one or two serve mobile Base
Stations (commonly called BTS or eNodeB dependimghe technology; we keep the broader term
BTS hereafter) and are interconnected through OBl Rber tree to the Optical Line Termination
(OLT). The effect is that PONs allow deeper fibengtration at a lower cost and simplify integration
with optical metro and core networks.
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Figure 1: Typical architecture and potential WDMkiion paths (dotted lines)

No cost or technical advantage would make the PONable proposition for MBH as initial or
interim solution, if it could not offer an obviousasy, cost-effective, well-defined, and safe eimtu
path to any desired bandwidth in the future withtearing up the infrastructure and retrenching.
Upgrades to faster data rates (e.g. 10 Gb/s) aelkious first step but also at a later time more
technological alternatives may mature and findrthly into standard systems exploiting subcarrier
multiplexing (e.g. OFDMA-PONSs), Radio-over-FiberaR and ultimately WDM [1]. In the latter
case a dedicated PON wavelength may become feasiblgustified for wireless systems —as well as
other network segments with stringent service lageeements (SLAS)- but a lot of income must have
been generated before this can be viable and ¢disated link can still be provided via a later WDM
PON enhancement creating a win-win situation. Té@acement of the TDMA element with WDM
links can be gradual, starting with the reductidrthee splitting ratio by overlaying new PONs at
different wavelengths as shown in Figure 1 reducatignce on TDMA mode to eventual elimination.

3. Traffic handlingin TDM A PONs

Mobile operators have been using static links (Wmbeteased lines or microwave-based or even
optical) to connect the traffic of BSs. Compared to such links, TDMA PONSs are quiteffardnt
affair. Their passive multiplexing that underpihgit cost-effectiveness in a mixed residential-rfeobi
BH deployment requires a much more complex traffamagement. A thorough understanding and a
refinement of the Dynamic Bandwidth Allocation (DBAspects of the TDMA PON are essential to
achieve efficient utilization of network resouraelile respecting quality of service (QoS) paranseter
and SLAs. A significant cost-advantage of the PQixhes from the cheap and effective way that
traffic multiplexing into a single port is realisday a low-cost passive combiner. Packets are



marshaled one behind the other in perfect and gapdeiccession as a by-product of the MAC
operation.

When referring to the TDM PON, there are two dominstandards that can be used for the mixed
backhaul network: GPON [2], [3] and EPON [4]. Bdtresee the support of different QoS levels
embedded in TDMA PONs for a successful performabcé,operators must be well aware of the
idiosyncrasies of priorities and MAC functions jpautarly since the differences between EPONs and
GPON:Ss in this respect are not trivial, though basedhe same general principles. There is no space
herewith to dwell on the way the PON MAC operated the reader can find relevant information in
[2] for the GPON and [4]-[7] for EPON. Howeverjstimportant to outline below the available MAC
mechanisms so that the fine-tuning of allocatioficgaand the impact on performance in the MBH
case can be established. The MAC operation isxpicély part of either standard but the provisson
make clear what mechanisms must be used withauictésy the freedom of the implementor.

A crucial parameter when deploying a TDMA PON aMBH, is delay introduced by the shared
nature of the fiber medium on which packets aretipleked under MAC guidance. The problem that
leads to increased delay is that the MAC contraksides away from the queuing and may not be
aware of the distributed queue activity as fash agntralised multiplexer. In the PON case, a packe
arriving in an empty queue can only seek servicanaans of receiving a periodic polling MAC
signal. Obviously the polling period is the lowesissible latency. To reduce this by frequent pgllin
results in waste because most polling responsdéseiempty. Since the quantitative assessment of
this delay and ways to reduce it is the centraintheof this work, we will investigate this PON
peculiarity in the rest of this section preparingthe simulation study in the next section.

The access delay imposed by a TDMA PON backhadicp&arly as the worst case latency adds a
significant burden against the requirements impdmietthe evolving standards for wireless and mobile
networking which are quite stringent. For exam@grpquests lower latency bounds for user plane
(unload condition), control plane transitions arehlitime games of 5 ms, 50ms and 75ms
respectively. A particularly demanding situationterms of latency (when a packet arrives in a
previously empty queue which has therefore no pendiquest) arises in the handling of the string of
hard handover messages ([9], [10]) from a baseostaituated in one ONU, to another station
supported by a different ONU or a different PONeTerformance of such a worst-case scenario will
be investigated in the next section as it is ofipalar importance before feeling confident th&@N-
added delay is no problem. It is also of interestampare EPONs and GPONSs in the handling of this,
and investigate ways to alleviate the problem.

It is important in the context of this work to dfgrthe way PON DBA works and why latency is
inevitable, how it can be controlled and what dre performance-utilization trade-offs. The DBA
scheme has been well studied in GPONs and EPONSJ][2As seen in Figure 2 DBA relies on a
continuous exchange of requests followed by grantghile later. DBA works by first having the
ONUs request service indicating their queue lerigtla report field, and then the OLT allocates
upstream transmission grants enough to allow tleerelieve the full content of their queues. Hence,
at least a minimum portion of bandwidth should tagically reserved in any case in order to guaente
transmission opportunities for requests as wellraffic with low-latency requirements that cannot
afford the delay of the request-grant cycles. Tdmuests are piggy-backed inside the transmissions
departing from an ONU and packets arriving intaalarady empty queue would never get a chance to
declare their presence if it was not for the ur#eld grants (UG) arriving for the purpose of pali
Thus, polling involves granting a transmission imé to an ONU on the basis of time passed and not
on known queued traffic. It is like a chain smokéro needs no fire to light one cigarette after the
other, but will need new light (polling) once heéks the chain and extinguishes the last one.eln th
PON the new light comes from UGs. Frequent polliegults in wasted bandwidth, large polling
intervals, on the other hand, increase latencythestime waiting for the first grant when arrigimto

an empty queue, since non-empty queues can alwagsniit requests). The importance of UG
frequency is also illustrated in Figure 2 where teaenarios with different UG rates are shown
resulting in reduced packet delays (e.g;, Tith) in the scenario (b) with the higher UG rate. This
feature will be exploited in our proposals in sectd below.

The situation with XG-PON and 10G-EPON is somehowroved for high priority traffic because
the high rate allows faster polling while delay Iwibt change significantly for DBA-based traffic
since this is dominated by the round trip delaghefrequest/grant cycle.



Another important observation is that strict iswatbetween elastic and real time traffic is regdito
provide performance guarantees and this is achibyedtrict prioritisation into 4 CoS classes in
GPON:Ss. In contrast, EPONs support 8 priority le¥ellowing the 802.1P approach and a somewhat
restrictive native Ethernet support (i.e. Etherfratnes must be supported as a whole [4], while
GPON:Ss allow breaking up in smaller parts encapsdlat special frames [2], [4]. This allows GPONs
to offer very lower levels of latency and delayrthia possible in EPONs for the same level of
efficiency, as will become clear in the simulati@sults of the next section. In GPON terms, the 4
traffic classes are called TCONTs (Traffic Contam)ei.e. TCONT1 (higher priority) to TCONT4
(Best effort). TCONTL1 traffic is intended for sexg@s with very strict delay and delay variation
tolerance and is serviced at affixed rate by péiodsolicited grants (UG) thus dispensing with the
request/grant round trip delay, i.e. it does neotigpate in DBA as do the other three. There soa
TCONT5 which is a special tool combining of two miore of the other four TCONTs and is of
particular interest in this work as will be explkaéhin the next section.

— o ——

e T,

r P 1 8
D/S Grants I
4 v h Ry
oLT t —

Data arrivals
G

P
U/S departures \;‘/
A

nm \

G,*+R,

ON‘: t | I II I Tm I
ata arrivals G,= UG, [I/ (hé/;\snicjgézodggssages
I Data packets
Td, G, Granted Transmission Period

R, Request message for additional
transmission time at instance X (DBA)

D/S Grants Om
A \
oLT

Data a?rivals f i §
G G |
U/S departures 7‘& ™
A Y
i

Data arrivals

G,= LJGZ> UG,
Figure 2 Principle of operation of DBA in a TDMA RO

Obviously the PON MAC controller has to periodigalisit all active ONU queues and this leads to
the concept of the mean scheduling peidad The D, parameter must be kept low enough in order to
keep latency and delay variations low as well. IRGBI the scheduling period can be quite small
(integral multiples of 128 enabling even the support of TDM services) amggtteer with the low
protocol overhead and the fragmentation of franeslye achieves low latency and delay variation,
while in the EPON this can only be achieved bydilg a lowD,, at the expense of efficiency. This
has been shown in several studies [5], [6]. Theesamathodology as in [5] will be followed here and
the reader is referred to that paper for a thorqugkentation of the comparison.

Consequently, the MAC protocol serves the top jiyioclass CoS1 (TCONT1l in GPON),
periodically, allocating an adequate number of liosed grants in every scheduling cydben, to
cover any eventuality. This is the only way therapar can actually guarantee service to a contlacte
peak rateR,; and a strict delay bound, which can be derivea &snction ofDm. The scheduling
period Dm is used to calculate the bytes to be allocateglath queue to achieve the desired service
rate. Hence, considering the case where unsoligitadts cover the sustainable rRg of the second
class CoS2 (TCONTZ2), the total number of unsolitiggants for tha th ONU (UGi) in bytes is

expressed as follows: UG(R,; +Rsz)* Dm (rates expressed in bytes The remaining unallocated

part of each scheduling peridm is distributed dynamically in a weighted manner andervice
weightw; can be used [7] to enforce proportional sharinthefupstream transmission window among



ONUs to guarantee the portion reserved for CoS3epéTCONT3). Finally, CoS4 is served as best
effort, i.e. whenever unallocated slots exist.

It follows from the above outline of the PON MACaeargtion that in the simulation studies of the next
section, when we assess the performance for theéokian signalling exchange of messages, that the
relevant packets are assigned to the CoS1 (TCOMNUdYe and the operator must have foreseen an
adequate number of unsolicited grants (resultingaiminimum guaranteed bandwidth) in every
scheduling cyclddm to satisfy the worst case latency. A typical hhathdover scenario in GSM [9]
and UMTS [10] consists of a sequence of 4 or 5rapst single packet messages and the whole
exchange must be completed well within the senitterruption time allowed by the mobile
standards. The specification for IMT [8] gives axinaum service interruption in a handover of 40ms
while [10] specifies 50ms. This includes all causéslelay (protocol processing, air interface and
propagation) but the new aspect of PON MAC protateihy, due to the queuing involved until a
grant becomes available, is of course completecocounted for in the standard. It is reasonable to
assume that only a small portion of this delay mdgn consumed by the TDMA PON. While some
authors suggest a value of 2ms, [11], in no cas®itld be acceptable to allow a value above 10ms
and a safer margin might be warranted. (Obviousfy lsandover presents no strict latency needs and
is not considered here).

4 Perfor mance Assessment by Simulation

In this section computer simulation results aresenéed to investigate the impact on delay of
replacing a fixed backhaul link with a TDMA PON atigk increased probability of violating service
specific delay bounds especially for the most aalticase of the hard handover. As a next step, best
practices for operators in allocating bandwidtithie ONU supporting the BT8nd fine-tuning the
unsolicited grants (UG) will be presented and eatd. The available margins and trade-offs between
latency and utilization will also be presented amdluated.

For the hard handover delay, we investigated bypudar simulation the time it takes to complete the
signalling chain of messages under different logdianditions and polling distance programmed by
the PON operator to check safety margins and by maogh utilisation must be sacrificed to ascertain
safe service. The simulation set-up employs 16 Obits of which serves exclusively a mobile BTS
while the others carry residential traffic. Thrdasses of service (CoS) are simulated of which the
highest priority, COS1, is served in GPON by TCONard by the top priority in EPON, while the
other two by TCONT2 and 3 respectively. THectass (best effort) is not represented here asititly
offers no useful conclusions. The traffic mix craesistics per ONU type are shown in Table 1. For
all ONUs CoS1 traffic is considered to accountZ09o of its total offered load and is modelled aithe
as constant bit rate (CBR) voice traffic or contreéssage traffic in the case of the wireless BTS, o
data traffic modelled following an on-off model Wwia low burst factoBF=(To.+To)/Ton in the case of
residential users. All other traffic sources (C@®2 CoS3 traffic) are considered as highly bursatad
sources following an on-off model.

CoS1 (TCONT1) CoS2 (TCONT?2) CoS3 (TCONT3)
ONU load (%)|Profile ONU load (%)Profile ONU load (%)Profile
Residential ONUs 20 on-off, BF=3 25 on-off, BH55 on-off, BF=§
BTS ONU 10 CBR 25 on-off, BF=5%55 on-off, BF=§
10 signalling

Table 1: Simulated traffic load profilger ONU

First the total delay for the typical signallingckange of a handover scenario was measured and the
pdf of this delay is depicted in Figure 3 for aatdbad of 40% (no significant difference is obszhat
higher loads because of the highest priority abhgitome clear below with Figu. The signalling
exchange consisted of 5 upstream single packetelimgdthe two way handover protocol message
exchange, which had to endure the access deldyeoP©ON backhaul and an additional processing
delay before a response message is generated tfrapdocessing delay following a Poisson
distribution was assumed with a mean of 1ms). \@hear or above 10ms would risk unacceptable



service interruption. As it can be seen in Figuréh® impact of thédm parameter is dominant as
expected from previous studies of TDMA PON delayrdality only the value ddm=0.75ms provides

a small enough tail to give confidence in the migechitecture studied in this paper. Tbhis value is

6 times the frame size of GPON and can also béygasigrammed in the EPON but at the penalty of
some inefficiency. This is due to the way EPONadsigned to carry whole Ethernet frames leaving an
unused space remainder (USR) at the end of eadreaps allocation. Loweringm decreases the
mean upstream transmission length, thus increasireg waste. There is no need to repeat the
interesting investigation of this EPON idiosyncrasshich has been extensively studied (e.g., [5],
[11]), however to give a quantitative indicationthfs effect here, we provide for comparison in the
inlet of the same figure the values ofslJ (i.e. of the throughput lost in EPON as a permgatof that

of a GPON) for eaclbm value and the same loading. It is worth noting tihe GPON can still
improve on the latency by using an even loet0.5without noticeable inefficiency.
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Figure 3 PDF of signaling delay (load 40%) and throughpssI(EPON v. GPON)

Next, attention in this simulation study was diggtto fine-tuning strategies on bandwidth allogatio
investigating alternative policies more suited t8Witraffic and the consequent performance trade-
offs. The core idea is to demonstrate the perfoomdenefits arising from allowing more leeway in
queue management to the ONU attached to the BTiSishtne practice with the other ONUs. The
reason is that this ONU carries traffic from anraper and this differs in two major ways from the
rest: first it already has multiplexed traffic fromany users, and second, the mobile operator can
understand more complex SLAs enabling better Ibaallling of the queuing process than is possible
with the other users. For this reason we proposgtpegate all traffic as one MAC entity belonging
to T-CONT 5 (this allows a mix of priority levela igrant allocations). The characteristic is that no
target TCONT queue is specified (only ONU) andihow left to the ONU to choose which queue to
service (also called intra-ONU scheduling in [G]})[ The use of this approach, is left by the staidd

[3] to the system designer and its activation (wimaplemented) is left to the operator. Once such
tools are available, it is possible to use thevang grants locally for higher CoS traffic (wheneve
such traffic is queued) under the control of thealdONU. In this case requests refer to the aggeega
sustainable rate and the ONU decides which spemifétie to serve using local queuing information
which is more current and more responsive to sSgaditaffic. This approach often called “colourléss
grant policy is in contrast to the alternative whgrants are targeting specific queues (and aifgpec
CoS class) already decided by the far away MACrotlat at the OLT. The latter (which is by far the
most common practice in today’s PONS) is calleddored” since the grants are intended for specific
target queues (colours) in the ONU and is quitergmiate whenever all customers are plain
residential or small businesses with no complex 8kAds. The advantage of the colourless policy in
the MBH case is that by leaving the allocation éodecided locally in the ONU, lower latency and
better utilisation can be achieved (e.g. it and sve packets which were not even present when the
grant was sent).



In addition to colour or not, two polling policiese also investigated. In the first one, the pglliate

(by means of UG) is set to just that required Far éxpected signalling rate of the first priorityh{le

the rest used requests made possible by these T@is)policy is indicated asBg, in the result
figures below. In the other, UGs are issued ata&qual to the sum of signalling plus the sustdea
rate contracted by the SLA and is indicated as,fRRsqaa This of course refers to the top priority
incurring no waste by providing UG, since they vl used anyway by a packet of any class and will
also provide the opportunity to send requestsiferiéwer classes provoking corresponding grands at
second round since T-CONT 5 works as aggregateaaf/ralasses of traffic.

In combination, these policies create four altéwestwhich were investigated in the simulations: Fo
each one, the queuing delay per individual padkeaddition to the signalling scenario) is measured
against increasing total PON load. The resultsshosvn in Figured(a)-(d), the first for the signalling
exchange and then one for each class of servic8)(@omearDm of 0.75ms was used. As expected,
the first two classes have an almost steady del@sa all loads since they do not feel any comipatit
from the lower priorities and therefore they enpuy always lightly loaded medium. The temporal
bursts, when the total offered load temporarilyemds the available bandwidth, are borne by the
lower classes, which, as expected, become undbalitee reaching 100% total offered load, but at
what load strongly depends on the specific MACqpoli

The first observation is that increasing the pglliate with UG equal to both the expected maximum
signalling traffic plus the sustainable rate immewdelay performance but this comes at the expEnse
utilisation. This is to be expected as the resgltienser polling reduces latency but a lot of tHéGe
grants go unused thus wasting bandwidth. Cleattade-off is needed but there is no straightforward
solution, so it is worth elaborating further on thé rate choice.

—¢—UG=Rs,sig+Rs,data- Colored —4—UG=Rs,sig+Rs,data- Colorless ——UG=Rs,sig+Rs,data- Colored —a—UG=Rs,sig+Rs,data- Color ess
—*—UG=Rs,sig- Colored —+—UG=Rs,sig- Colorless —¥-UG=Rs,sig- Colored —+—UG=Rs,sig- Colorles
12 13
1,2 4
n * % oKk 11
~ 10 11
S 9y¥—eypb—t+ N = 08 1
2 — 3
o o< 07 %
o 8 * © 06 1
7 05
04 A
6 T T T T T T 03 T .
40 50 60 70 80 90 100 40 50 60 70 80 90 100
Load (%) Load (%)
(a) (b)
—+—UG=Rsgsig+Rs,data- Colored —4—UG=Rssig+Rs,data- Colorless —¢-UG=Rssig+Rs,data- Colored —&—UG=Rs,sig+Rs,data- Colorless
—*—UG=Rssig- Colored —+—UG=Rs,sig- Colorless —*%=UG=Rs,sig- Colored —+—UG=Rs,sig- Colorless
20 12
18
16 10
14
= ~ 8
= 10 = 6
3 &
g8 84
6
4 2
2 « k
0 - - . . : . 0 T
40 50 60 70 80 90 100 40 50 60 70 80 90 100
Load (%) Load (%)
(©) (d)

Figure4: Average packet delay vs. load, service policy @aflic type a) handover message exchange, b)
(BTS voice and residential high priority), ¢) Co$2,C0S3

To understand the incentive for an elaborate UGQcpolone must approach the issue from the
operator’s perspective. What is really needed isag for the operator to predict the volume of
signalling traffic in order to pre-allocate enougiindwidth via polling to guarantee a lower than the



maximum tolerable latency. Since in real life, generation of signaling traffic is unpredictableisi
natural to consider over-provisioning thus alloegtthe UG rate equal to the expected worst-case
peak rate of the signaling traffic. However, inttltase, the available bandwidth is underutilized
during periods of low signaling load. It then falle naturally that an improvement can be reached by
multiplexing signaling and no signaling high prigriraffic into the same queue. In that case, the
unused bandwidth of signaling traffic is allocatediata traffic, resulting in better efficiency,thout

at all compromising on the critical latency andagebf the signaling traffic, neither that of first
priority traffic, since the weak point of the PORd in initiating transmissions from an initiallyjnpty
queue and not for continuing service on a queuectwkakes place by the chain of requests).
Exploiting this idiosyncrasy of the TDMA PON we pase this strategy (i.e.sByitRsdad DY pre-
allocating bandwidth equal to the sustainable o&tgignaling traffic plus the sustainable rate mfh
priority traffic. As can be seen from Figudéa)-(d), this policy outperforms the mode; () in terms

of signaling delay both under low and high loads. tBe other hand, as seen from Figdrausing

(Rs sigitRs,gard, in case of high loads, drives the CoS2 and Gu&Sses into high delay values at high
load. The solution to this problem is the useabbrless mode instead ofolored mode.

As seen from the same Figudéa)-(d), the colourless policy gives consistentbttér results in all
cases and its adoption is recommended. This ie expected since the OLT has limited knowledge of
the local situation in comparison with a centraligaultiplexer which instantly knows all queue
lengths. Unable to have this knowledge one shouldast delegate the remote multiplexing enacted
by the PON MAC protocol controller to the local ONinfortunately with the limited scope of the
local queues) thus improving performance. This astipularly useful among the different priority
queues of the ONU resulting in the obviously usefifiéct of high priority queues “stealing” grants
directed to lower priority forcing the latter tgpat the same packet again in their request satjard
real harm since they are delay-tolerant.

This warrants a more careful look into the col@lesode and this is provided in the n&gure 5
which depicts the pdf of signaling delay at a higial offered load of 90% andlanof 0.75ms.
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Figure 5 Comparison of coloured v. colourless mode

The superior delay performance of the colourled&yds clear in both relevant curves in Figure 5.
Further improvement is reached by a higher UG (a¢e, R sigitRsdad COmpared with the simple
Rssign UG rate. A concentration of values around two pesthows the importance of the polling rate
(which in this case coincides with tben). On average each packet waits ¥Deffor the grant and an
additional 1ms for processing, (thus totaling abbus for 5 packets). This is of course not fixetldu
distribution around this value which correspondsh®e first peak. Now some packets miss the first
round and need anothBm to get the grant on the next round, giving a sdamncentration of values
around 11ms.



5. Conclusions

The widespread deployment of PON systems for fommmunications covering first mile access for
residential and small business customers providesendipity for MBH that can not be missed as it
offers a smooth migration path both in technicaweadl as financial terms. Although the TDMA
technique will exhaust itself at some point, PONK sonstitute a future-proof solution because of
their ability to accommodate WDM extensions with@uther fiber laying or other costly operations.
However, the TDMA aspect presents certain pectikariand a careful traffic management by the
operator is needed. As demonstrated in this paiperadded access delay jeopardizes specified limits
for sensitive services. Also quantitative assessraowed that this can be improved by delegating
more multiplexing decisions to the local ONU of thebile BTS, while aggregating traffic for several
flows relying on T-CONT 5. This policy carries digtt advantages in terms of latency and delay
bounding for sensitive traffic without sacrificirdficiency under high load. This is particularlyefig

in the EPON case since it does not possess ther firettne fill level afforded by GPON because of its
tighter encapsulation thanks to frame fragmentation
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